ANALISIS POR COMPONENTES PRINCIPALES DE DATOS PLUVIOMETRICOS
B) APLICACION A LA ELIMINACION DE AUSENCIAS
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Resumen

Laeliminacion de ausencias en los bancos de datos es un tema recurrente en todo estudio vinculado tanto a
fendmenos naturales como de otras éreas. El presente trabajo fue motivado por la necesidad de completar un
banco de datos pluviométricos a ser utilizado en conjunto con un modelo hidroldgico. La lluvia media sobre
cada subcuenca se cal cula segiin € método de Thiessen, que en principio no requiere de la eliminacion total
de ausencias. Sin embargo, ese método es muy sensible a los errores si existen pocos registros simultaneos.
La deteccion de errores se presenta en un trabajo adjunto, y aqui se detallan los resultados obtenidos al
aplicar varios métodos para eliminar ausencias. Los mismos deben conservar las caracteristicas principales
del banco y ofrecer garantias de no disminuir los niveles de calidad del mismo. Se describen los resultados
comparativos obtenidos sobre un banco de 15 afios de datos pluviométricos diarios, a que se le aplicaron
cuatro criterios: uso de datos medidos en estaciones proximas, datos calculados por interpolacién temporal
entre registros, interpolacion temporal de coeficientes principales y penalizacion de coeficientes principales.
Este Ultimo, disefiado especificamente para este trabajo, demostré ser el de mejor desempefio.

Abstract:

Imputation in order to avoid missing values is a common problem in all studies in natural as well as social
sciences. The starting point of this work was the need of imputate missing values in a pluviometric data
bank, which will be used in the developments of an hydrological model. The mean area rain-rate is
calculated by Thiessen's method, which not necessarily requires a full data bank. However, that method
proves not to be quite robust against errors, if little simultaneous registers exist. The outlier detection phase
is presented in a companion paper, and here the differents techniques applied in order to imputate the
missing values are described .The imputation technique should preserve the important features of the data,
in order to not create outliers by itself. The comparative results obtained with a daily record of 15 years long
are presented. Four different criteria were applied: imputation with the nearest neighbor; linear time
interpolation within single station records; linear time interpolation using all station records in a
multivariate fashion and the newly developed penalty of principal coefficients, which proves to be the most
accurate.

1. Antecedentes

En el campo de la Hidrologia y la Meteorologia son practica corriente métodos de analisis objetivo (ver
Haagenson, 1982, Johnson, 1982, etc.), que permiten generar un campo interpolado a partir de datos
irregularmente distribuidos.Para el célculo de [luvia media sobre unaregidn, existen también métodos como
el de Thiessen (Jacome Sarmento et al., 1990) que no requieren en principio, de un banco de datos
completo.

Ambas situaciones han Ilevado a que el tema del tratamiento o eliminacion de ausencias tenga un interés
quiz& menor, lo que se refleja en lo escaso de los trabajos especificos en la literatura especializada
consultada.

En opinién de los autores en la mayoria de los casos practicos, €l dato ausente es simplemente ignorado,
bajo la hipotesis implicita que estas ausencias son al azar, extremo que no necesariamente es verificado.
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El tema en cambio, es de gran interés en el area de la estadistica y las ciencias sociales en general,
pudiéndose encontrar en libros especificos (Rubin, 1987) citas a volUmenes producidos por grupos de
trabajo dedicados a topico.

Existen métodos de imputacion més o menos sofisticados. Entre éstos Ultimos, se puede citar el utilizado
por la oficinadel censo de los EEUU (Rubin, 1987). EI mismo consiste en asignar a dato ausente un valor
tomado al azar de entre |os restantes eventos que tienen idéntica respuesta en el resto del cuestionario. Si
eventualmente no existiese otro igual, o bien se relativiza esa exigencia, admitiendo que alguna o algunas
respuestas no lo sean, o bien, se introduce una "distancia’ entre cuestionarios, y se busca aguel que diste
menos.

Otro método también simple, es el de hacer una regresién sobre el conjunto de datos, ajustando un modelo
sencillo. Tipicamente, se utilizan minimos cuadrados (total o parcialmente) 6 componentes principales,
métodos que Stone et al., 1990 presenta desde una perspectiva integrada.

Estos métodos, al igual que el que se presentara luego, producen una Unica alternativa: para una ausencia,
una Unica imputacion. Segin Rubin, 1987, "..en general, es intuitivamente claro que imputar la prediccion
‘optima para cada ausencia subestimara la variabilidad...". Existe, sin embargo, la posibilidad de imputar
mas de un valor para una misma ausencia. Asi Rubin presenta una variedad de técnicas, algunas
excesivamente especializadas, para su aplicacion en encuestas. Como idea general, se propone crear para
cada ausencia, un nimero m (pequefio) de aternativas, y considerar que se dispone de m conjuntos
completos diferentes. Para el caso en que la tasa de ausencias es baja, el método funciona razonablemente
bien, requiriéndose sin embargo més espacio (para guardar las multiples imputaciones) y méas tiempo de
cdculo (para procesar los diferentes conjuntos completos generados). Por detalles se remite al lector a
Rubin, 1987.

2. Introduccién

2.1 Origen del trabajo

El presente trabajo es una extensién de lo realizado en el tratamiento de los datos pluviométricos utilizados
para la calibracion de un modelo numérico de tipo Caudal-Precipitacion, Caudal, para la cuenca del Rio
Negro. En la misma operan tres centrales hidréulicas en cascada, administradas por el ente eléctrico
nacional UTE? . Por detalles de ese trabajo, ver Silveiraet al. (1991, 1992ay 1992b).

2.2 Caracteristicas generales de la zona en estudio

a) Geografia

Si bien €l trabajo incluyd una superficie mucho mayor, se restringié para este andlisis a la cuenca del Rio
Tacuaremb0, con una extension de aproximadamente 20.000 km , ubicada en 32 latitud sur y 55 longitud
oeste, a unos 400 km de la costa oceanica. La zona se caracteriza por un suave relieve con aturas que no
superan los 500 m, pocos valles abruptos y sin grandes espejos de agua. La media pluviométrica mensual
tipica para esa zona oscila entre 74 y 120 mm/mes.

b) Red Pluviométrica.
Lared definida por la DNM? se basa en una grilla con elementos cuadrados de 10 por 10 km, numerados

correlativamente. Las estaciones reciben su nombre del cuadro en que estén ubicadas y si en algiin periodo
en un cuadro opera més de una estacion, se le agrega al nombre unaletra, (A, B, C), y a los efectos de este
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trabagjo seran consideradas sinénimas. Administrativamente la red esta formada por la superposicion de
otras cuatro, a cargo de distintos organismos, con diferente densidad espacial y nivel de fiabilidad. La
estructura de la red ha ido cambiando con el correr de los afios y cada estacion ha tenido particularidades
COmo Ser:

- Haber entrado en funcionamiento en cual quier momento del periodo.
- Haber salido de funcionamiento en cualquier momento del periodo.
- Haber sido creada para reemplazar a otra que salia de servicio.

- Puede haber sido reemplazada por una sinénima o no.

A los efectos del presente trabajo solo se distinguen las estaciones que corresponden a AFE *, cuyas
mediciones acumuladas de los dias domingo y lunes no han de ser consideradas. En la subcuenca
seleccionada operan 21 estaciones, de las que se seleccionaron 13 para este trabajo.

¢) Banco de Datos.

Como se ha dicho, la topologia de la red ha sufrido diversas transformaciones. Segin las conclusiones de
Silveiraet al. (1991) hay en la actualidad un exceso de estaciones. Muchas de €llas presentaron sinénimos,
por lo cual su historia se conformé con la unién de historias de sus sinénimos.

Para este trabagjo se selecciond un conjunto de 13 estaciones, ubicadas segun la fig.1, las cuales fueron
cuidadosamente depuradas de errores de digitacion mediante la aplicacion de diversos algoritmos detallados
en Lopez et al. (1994). El periodo en estudio comprende casi 15 afios, del 1/1/75 al 2/12/89.

3. Métodos utilizados en la eliminacion de ausencias

3.1 Por Proximidad

Consiste en asignar a cada estacion que se desea completar, una lista de estaciones aternativas, de las que
se extraeran los datos faltantes en la original. La lista en principio esta en orden creciente de distanciaala
estacion original, pero también se tiene en cuenta el nivel de fiabilidad, alterando un poco ese
ordenamiento.

3.2 Por interpolacion temporal entre registros
Cuando falte el dato correspondiente al dia t; t en la estacion j se buscan los dias anterior y posterior mas

préximos, en los que se tenga dato medido en esa estacion, y seinterpola linealmente.
Sean t; e diaaimputary p; (t;) el registro desconocido parael diat en laestacion j.

Sean t;_,, el (ltimo dia anterior a t; con dato, y t;, el primer dia posterior a t; con dato

(tf_m <t < tHr). Lainterpolacion para el dato buscado es

ty =ty
P (t) = P (te-m) +T(pj (te) = P (tf—m)) 1)

f+r f-m
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3.3 Por interpolacion temporal de coeficientes principales

Este método se basa en el Andlisis de Componentes Principales (ACP), y que ha sido tratado en Lépez et
al.(1994). Aqui solo se describe brevemente la notacion, y se remite a lector alareferencia citada
Sea P(n,l) (t) e vector de precipitaciones de las n estaciones elegidas, para el instante t. Se considera la

matriz M cuyas filas son los vectores P(trnj )—Py,J =1.r, definidas para aguellos dias en que no
faltan datos. P,, esel vector de precipitaciones medias en el periodo.
Los vectores propios de C(n'n) =MT*M serdn denominados patrones, y se denotan como € . Se

supondra que los valores propios asociados son decrecientes con i. La relacion entre los registros
pluviométricos P, ) (t) v e vector de coeficientes A, ;) (t) esté dada por

P(t) = P, + E.A(t) &)

donde P,, esel vector de precipitaciones medias en el periodo, y E(n'n) la matriz formada por los vectores

propios € .

Op, (t)O p. O t)0
Dl()D Bolm Eal()m O 0
O- 0 0 O O- O O 0
0. O 0 O Oo. O 0 0

P)=0  0O;P, = 0 0;A()=0 0O ;E=[ge,.el
O- O 0- O O- O 0 0
O O oo O O E E
o .0 0.0 g, .0
. (t)E .5 @ ()5

La matriz E, ) es invertible, por lo que dados los datos P(t;_,)y P(t.,)es posible obtener los
vectores A(t;_,) v A(t;,,) correspondientes.
La ecuacion (2) también se puede expresar como

i=n

P(t) = P, +Zai (t).e 3

Para el tiempo intermedio tI N D(f— m |, f+ r— l)lalluviase calcula mediante interpolacion lineal
el vector A(t) . Todoslos valores de la precipitacion para ese dia, se pueden obtener en principio de la ec.
(2.

Del andlisis de los coeficientes @, surge que cuanto mayor es €l indice i el coeficiente @ tiene una

desviacién estandar menor por lo que su aporte a la suma también es menor tipicamente.
Lo anterior justifica que en la reconstruccion del vector P(t) se desprecien los términos para i>q, para

algun q, sin perder informacion esencial, sustituyéndose la formula (3) por:

P(t) = Py, +§ai (t).e (4



En resumen, para un dia t, en que falte algun dato del vector P(t;) se buscan los dias més préximos,

anterior y posterior, en los cuales se tenga dato medido en todas |as estaciones. Se hace notar que en este
método se trabaja con el conjunto de las n estaciones, no con cada una por separado.
Sea t; el diaaimputar. Sean t el Ultimo dia anterior a t; con datos completos y 1, el primer dia

f-m f+r

posterior a t; con datos completos (tf_m <t <tf+r). Se calculan los coeficientes A(t,_,) vy
A(t,,,) correspondientesalosvectores P(t,_.) y P(t;,,) conlaecuacion (2).

Para el momento t se calcula el vector A(t,_.,) interpolando linealmente los vectores A

f-mtl 1
anteriormente mencionados. El valor tentativo de la precipitacion para
esedia, P(t;), secalculaconlaec (4).

Las faltantes de la base de datos correspondientes a componentes del vector P(t;) setoman de los valores

del vector tentativo.
Una vez completado e dia t,, se reinicia la interpolacion, utilizando los vectores P(t;_.,) v

P(t

El mejor o peor desempefio de esta aproximacion, estd vinculado a las caracteristicas de la funcién de
autocorrelacion delosa.

Usualmente, para otras variables meteorol dgicas, |las propiedades de autocorrelacion de la serie temporal de
a son muy diferentes entre si. Esto es otra justificacion paralimitar el nimero de sumandos.

Se muestra en Cisa et al. (1990) que para €l pardmetro viento de superficie, el tiempo T en horas en el cual
la autocorrelacion de la serie de los a toma por primera vez €l vaor 0.5 es (25,9,5,3,3,...,1.2,1) para
i=1...15, correspondiendo los valores mayores para los componentes més importantes. El dato es observado
en formahoraria

Tal situacion no se da en la lluvia, ya que todos los patrones exhiben una dramética caida de la
autocorrelacion al cabo de un dia, siendo éste el periodo de muestreo (ver figs. 2 y 3). Ello explica el pobre
resultado obtenido, alin siendo mejor que el derivado de la Interpolacidn temporal entre registros.

) como puntos de partida, hasta completar todos los faltantes.

f+r

3.4 Por penalizacion de coeficientes principales

Si se realiza un histograma de los valores de cada @, se observa que para los patrones mas importantes, €l
mismo es fuertemente asimétrico, o tiene una dispersién respecto a cero muy grande. En cambio, para los
mas débiles, la dispersién arededor de cero es tipicamente muy pequefia, y la distribucién simétrica. En las
figs. 4 y 5 se presentan a modo de gjemplo esos histogramas para €l caso en que se han removido los dias
con precipitacion nula en todas las estaciones dato. Cualquiera sea el esquema elegido para eliminar
ausencias, se supone que produciré valores de los @, coherentes con estos histogramas, o sea, tipicamente
muy pequefios para |los patrones débiles. Ello puede ser impuesto como condicion eligiendo, para una fecha
determinada, las componentes del vector de lluvias P(t;) cuyos valores se desconocen de forma de hacer

minima la expresion ,
S(P) = Zwi-ff(P)

donde los g, (P) son los coeficientes correspondientes al vector P completado y los W, coeficientes de

ponderacion que tienen en cuenta el diferente valor absoluto de cada &, . El vector P se supone tiene g
incdgnitas (0 ausencias). El minimo de S se obtiene haciendo nulas |as derivadas parciales

0S
0Py j)

=0, j=1.q



siendo P JV)Ios registros faltantes para esa fecha. El sistema lineal asi definido se puede resolver por
técnicas estandar.

4. Metodologia del analisis

Se generan al azar paregjas de fecha - estacion, que seran consideradas como ausencias ficticias. Luego se
verifica que para cada fecha - estacion exista un dato: si existe un "Vaor Rea", los métodos calcularan un
valor para sustituirlo, que sellamara"Valor Calculado”; si no existe dato, la pareja no se analiza.

Unavez que se procesan todas las parejas se evalUa la desviacion estandar de la diferencia entre los valores
real y calculado para cada método, siendo éste el estimador con que se comparara el desempefio de los
mismos.

Las ausencias ficticias que se dan como entrada a los diferentes métodos se crean como un porcentaje del
total de dias del periodo de andlisis, 5450 dias (del 01/01/75 al 02/12/89), y sin considerar més que una
ausencia por dia. Se comenzé con un 20 % y se finalizé con un 80 % y no se encontrd que esto cambiara
cualitativamente | os resultados obtenidos.

Para todos los métodos se hicieron corridas considerando todas las ausencias; para los de proximidad y
Penalizacion se realizaron ademés célculos ignorando las ausencias con valor pluviométrico igual a cero,
que son un 80% del total de los datos. Con ello se procuraba evaluar el impacto negativo en los estimadores,
ya que se eliminaba una importante masa de constantes. Esta Ultima forma de andlisis multiplico
aproximadamente por dos los valores de las desviaciones estandares correspondientes obtenidas analizando
todos los casos, pero se mantuvieron los valores relativos entre los diferentes métodos.

Los datos de la subcuenca elegida para realizar los andlisis habian sido debidamente revisados y depurados
y las trece estaciones elegidas tienen en promedio un 95% de los datos correspondientes a ese periodo, o
que da las garantias necesarias para la realizacion del trabajo.

Se intentd estudiar la sensibilidad de los diferentes métodos a los parametros impuestos. para los modelos
de Interpolacién Tempora de Coeficientes Principales y Penalizacion de Coeficientes Principales, se
hicieron corridas variando la cantidad de términos a considerar; para el modelo de Proximidad se varié la
distancia media entre la estacion y las que le rellenaban, eliminandole aternativas.

5. Resultados obtenidos

Los resultados aqui presentados corresponden a un total de 2091 dias con ausencias simuladas, que es
aproximadamente un 53% del total de dias analizados.

5.1 Asignacién por proximidad

Se realiz6 una serie de calcul os con las trece estaciones seleccionadas para el andlisisy otra con unalista de
estaciones, clasificadas estrictamente por proximidad, que incluia 86 estaciones, incluso alguna fuera de la
cuenca en estudio.

El hecho de que se disponga de una densa red de estaciones, ubicadas en una geografia muy regular, hace
que este método dé buenos resultados. Al aumentar la distancia media entre la estacion a completar y las
Iternativas se ve (fig. 6) que la desviacion estandar tiende a aumentar.

Lo regular del fendmeno en el area hace que alin con distancias medias de méas de 150 km se obtengan
buenos resultados. Esta distancia media se define como el valor esperado de la distancia geométrica,
ponderado por la frecuencia con que cada estacion aportd un dato. La distancia méxima entre dos estaciones
(de las trece seleccionadas) es de 201 km.

El punto con distancia media = 33.7 km en la fig. 6 fue encontrado utilizando como lista de alternativas
Unicamente el conjunto de las 13 estaciones, resultando o = 5.55 mm/dia, por lo que es importante a la hora
de comparar el desempefio de los diferentes métodos.



En general, las estaciones utilizadas como alternativa no fueron sisteméticamente depuradas de errores de
digitacion; ello se reflgja en que alin con una distancia media menor, el imputar con tales estaciones arroja
resultados con desviacién estandar superior ala que se obtiene con |as trece estaciones sel eccionadas.

Es importante resaltar que, para la aplicacién de este método, se utiliz6 en genera una red mucho mas
densa que la formada por las trece estaciones en estudio.

5.2 Asignacion por interpolacion temporal entre registros

Como se ha dicho, se pueden esperar buenos resultados cuando el fenémeno presenta cambios muy lentos
con respecto a la frecuencia de muestreo, o la cantidad de ausencias consecutivas es menor a los tiempos
tipicos de variacion del fenémeno.

En el Uruguay, la lluvia tiene caracteristicas de gran irregularidad en el tiempo y generalmente se da en
forma de tormentas mas 0 menos cortas que pueden tener una duracion de unas pocas horas hasta dos o tres
dias. Por €llo, con mediciones diarias no es posible que este método dé buenos resultados.

Los resultados del andlisis para las 13 estaciones con este método dieron una desviacion esténdar en el
orden de los 12 mm/dia

5.3 Asignhacién por interpolacion temporal de coeficientes principales

Los resultados de este método son comparables con los de la Interpolacién Temporal entre Registros, dado
que responde a las mismas condicionantes; autocorrelacion tempora y frecuencia de muestreo del
fendmeno, y si bien insume un costo computacional mayor en su aplicacion, los resultados son apenas
mejores, oscilando €l error entre 11.3 y 11.83 mm/dia, segin la cantidad de términos empleados en los
célculos.

La poca variacion entre emplear uno 0 més términos en el célculo esta vinculada a que el fendmeno tiene
autocorrelacion temporal muy débil. En lafig. 7 se observala evolucion del estimador a variar €l indice g
(ver ec. (iv))

Se espera que este método arroje resultados sensiblemente mejores para otras variables, -tipo temperatura,
viento, presion, etc-, pero a presente no ha sido posible verificarlo.

5.4 Asignacion por penalizacion de coeficientes principales

Este método obtuvo los mejores valores en términos de la desviacion estandar, acanzando un minimo de 4
mm/dia. Como medida comparativa, |a serie de las lecturas en una estacion particular cualquiera, tiene una
desviacion tipica superior a 15 mm/dia, tomadaalo largo de todo el periodo.

Este valor de 4 mm/dia se obtiene al penalizar con k comprendido entre 8 y 10 (ver ec. (iv)), lo que implica
un ndimero de términos entre 5 y 3.Por gjemplo, cuando k es 1, todos los coeficientes son penalizados, por 1o
que se obliga a la superficie de lluvias a parecerse a la correspondiente al valor medio. Para k préximo an,
solo estan afectados en la suma S el ruido correspondiente a los patrones mas déhiles, pero se deja libres
otros a que son también ruido. Ello hace que el algoritmo sea muy inestable, produciendo valores de peor
calidad.

El problema de determinar €l k Optimo para cada situacion, puede ser abordado mediante un experimento
similar a éste, 0 a través de un andlisis subjetivo de los propios patrones €, . La forma de las isoyetas que

los mismos representan permiten distinguir facilmente los que constituyen ruido de los datos, de los que
representan el comportamiento fisico del fendmeno. Los patrones débiles, son ademas muy sensibles a
valores erroneos aislados en la base de datos (ver Silveiraet al. 1991).

Obsérvese en la fig. 8 la evolucion del error vs. el nimero de términos utilizados. El criterio se muestra
robusto frente a indice k.

Los pesos W, fueron especificados durante el trabajo, de forma que los términos W, .a fueran de un orden

comparable. Ello se hizo inicialmente, adoptando para W, €l reciproco de lavarianza de la serie g, . Ello, si

bien razonable, se revel 6 inadecuado para el tratamiento de los primeros patrones, en que la distribucion es
marcadamente asimétrica.



Por ello, setomé W, = ]/aiz , donde O; estal que
a;
i a’.f,(a).da>096
e

siendo f lafuncion de distribucién del coeficiente a, parai=1..n. Con €llo, para menos del 4% de los casos,
se hace W, .af(t) =10

6. Conclusiones y recomendaciones

Delo analizado se desprende que |os métodos basados en € comportamiento temporal del fenémeno dan, en
este caso, resultados que podrian distorsionar en forma significativa las caracteristicas generales del banco
de datos, en particular si la cantidad de ausencias es un porcentaje importante del total de informacion.

Los métodos de Proximidad y Penalizacion de Coeficientes Principales, que consideran el comportamiento
espacial del fendmeno, se comportan significativamente mejor que los que consideran el comportamiento
temporal. Ello se explica especiamente por las caracteristicas del fendmeno precipitacion frente a la
frecuencia de los muestreos y por una cuenca de superficie pequefia con una geografia que no tiene grandes
accidentes.

El método aqui presentado de Penalizacion de Componentes Principal es exhibe un error 28% menor que el
de Proximidad (4.01 vs 5.55 mm/dia), valor que corresponde a una lista de aternativas tomadas del
conjunto de las 13 estaciones.

Si se consideran otras estaciones, el error es mayor, incluso para distancias medias menores, lo cual es
explicable debido a que | as otras estaciones no fueron depuradas.

Otra ventaja no desdefiable es que la propuesta de un valor para completar los datos, puede ser calculada en
tiempo real en un computador de porte minimo. S6lo se requiere del mismo que conserve una matriz de n*n,
el vector de precipitaciones medias, y que sea capaz de resolver un sistema de ecuaciones lineal. En el caso
de laoperacidn rutinaria de un modelo hidrol 6gico, esta posibilidad no debe dejar de ser considerada.

Como una futura mejora al procedimiento, se plantea el maximizar la probabilidad conjunta de los &, lo

que implica la solucién de un problema no lineal para cada evento con ausencias. Ello incrementara
sensiblemente el costo en términos de tiempo de maquina, pero es tedricamente mas justificable.

7. Reconocimientos

Juan Gonzdez implementd y realizo los célculos de la asignacion por proximidad e interpolacién temporal
de registros, y Rosario Curbelo la asignacion por interpolacion temporal de coeficientes. Carlos Lopez
desarrollé la asignacion por penalizacion de coeficientes principales. El disefio de la metodologia, asi como
del experimento también estuvo a cargo de Carlos Lopez. El andlisis de los resultados estuvo a cargo de los
tres autores.

8. Agradecimientos

Se deja constancia que este trabajo es una extension de las tareas realizadas en el marco del convenio
"Desarrollo de un modelo matemaético-hidrologico de la cuenca del Rio Negro" por encargo de UTE. Se
agradece la autorizacion para utilizar lainformacién disponible y publicar los resultados.



9. Referencias

Gonzdlez, E.; Mordes, C., 1991. "Depuracion de la base de datos pluviométricos de la cuenca del Rio
Tacuarembd”. Informe interno preparado para el Departamento de Hidrologia del Instituto de Mecanica de
los Fluidos e Ingenieria Ambiental. 11 pp.

Haagenson, P.L, 1982. "Review and evaluation of methods for objective analysis of meteorological
variables' Papersin Meteorological Research, V 5, N 2, 113-133.

Jacome Sarmento, F.; Savio, E.; Martins, P.R., 1990. "Célculo dos coeficientes de Thiessen em
microcomputador”. En Memorias del XIV Congreso Latinoamericano de Hidréulica, Montevideo, Uruguay
(6-10 Nov., 1990). V 2, 715-724.

Johnson, G.T. 1982. "Climatological Interpolation Functions for Mesoscale Wind Fields'. Journal of
Applied Meteorology, V 21, N 8, 1130-1136.

Lebart, L.; Morineau, A.; Tabard, N. 1977. "Techniques de la Description Statistique: Méthodes et logiciels
pour I'analyse des grands tableaux". Ed. Dunod, Paris. 344 pp.

Lopez, C.; Gonzalez, E.; Goyret, J., 1994. "Andlisis por componentes principales de datos pluviométricos. a)
Aplicacion aladeteccion de datos anémalos' Estadistica, V 6, N 146-147.

Richman, M .B., 1986. "Review article: Rotation of principal components' Journal of Climatology, V 6, 293-
335.

Rubin, D. B., 1987. "Multiple imputation for nonresponse in surveys". John Wiley and Sons, 253 pp.

Silveira, L.; LOpez, C.; Genta, JL.; Curbelo, R.; Anido, C.; Goyret, J.; de los Santos, J.; Gonzdlez, J;
Cabral, A.; Caélli, A., Curcio, A., 1991. "Modelo matematico hidrolégico de la cuenca del Rio Negro"
Informe final. Parte 2, Cap. 4. 83 pp.

Silveira, L.; Genta, J.L.; Anido Labadie, C., 1992a. "HIDRO URFING - Modelo hidroldgico para prevision
de caudales en tiempo real- Parte I: Simulacion de los procesos hidrologicos en el suelo” . Publicacion
Interna del Dpto. Hidrologia, IMFIA 1/92, Instituto de Mecéanica de los Fluidos, Facultad de Ingenieria, CC
30, Montevideo, Uruguay.

Silveira, L.; Genta, J.L.; Anido Labadie, C., 1992b. "HIDRO URFING - Modelo hidroldgico para prevision
de caudaes en tiempo rea- Parte Il: Transformacion en cuenca, ruteo y criterios de calibracion y
verificacion™ Publicacion Interna del Dpto. Hidrologia, IMFIA 2/92, Instituto de Mecéanica de los Fluidos,
Facultad de Ingenieria, CC 30, Montevideo, Uruguay.



fig 1. Mapa con las 13 estaciones

fig 2: funcién de autocorrelacion paralos datos de lluvia

fig 3: funcién de autocorrelacion paralos datos de lluvia

fig 4: histogramade los ai

fig 5: histogramade los ai

fig 6: relleno por proximidad

fig 7: relleno por interpolacion de registros

fig 8: desviacion estandar vs el numero de términos utilizados..



